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Abstract

Digital trace data hold tremendous potential for measuring policy-relevant outcomes in real-time, yet its reliability is often questioned.
Here, we propose a principled yet simple approach: capturing individual disclosures of unemployment using a fine-tuned Al model and
post-stratification adjustment using inferred user demographics. We show that our methodology consistently outperforms the industry’s
forecasting average and can improve the predictions of US unemployment insurance claims, up to 2 weeks in advance, at the national,
state, and city levels at both turbulent and stable times. The results demonstrate the potential of combining Al models with statistical
modeling to complement traditional survey methodology, and contribute to better-informed policymaking, especially at turbulent times.
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Significance Statement

Accurate and timely labor market data are essential for effective policymaking, yet traditional methods often suffer from delays and
limited geographic resolution. This study presents an approach to forecasting unemployment insurance claims in the United States
by leveraging social media data. Using a fine-tuned Al model to detect self-disclosures of unemployment on social media, combined
with statistical adjustments for demographic biases, our methodology delivers real-time insights that outperform traditional industry
forecasts. This approach demonstrates the potential of integrating Al models with statistical techniques to complement traditional
economic data sources, particularly during periods of economic turbulence.

Introduction

Two weeks after COVID-19 was officially declared a pandemic, the
number of people filing new claims for unemployment benefits
(“Ul claims”) in the United States surged from about 278 thousand
to nearly 6 million. Absent accurate, real-time information about
the magnitude of the shock that triggered the worst job crisis since
the Great Depression, government agencies across the country
quickly became unable to process claims in a timely manner,
which had serious economic and psychological ramifications for
beneficiaries (1).

This episode epitomizes that timely and disaggregated infor-
mation about the labor market is vital for economic well-being.
It improves market efficiency (2) and enables the design of
evidence-based policies (3). However, official statistics are typical-
ly available with a considerable lag—especially at high resolution
—and are subject to ex post revisions, which impedes policy-
makers’ ability to alleviate the impact of economic shocks in a
timely fashion. For example, US statistics on UI claims are pub-
lished with a lag of at least 4 days at the national and state levels
as well as for a limited number of cities; other valuable

unemployment statistics are only available on a monthly or quar-
terly basis, with limited coverage at the subnational level. These
limitations are even more severe in low- and middle-income
countries, where national statistical agencies often lack the re-
sources to consistently collect timely and reliable labor market
data (4, 5).

In this context, the potential of real-time digital trace data to
complement official statistics has been explored extensively
over the past decade (6-8). Social media data have proven to be
a valuable source of information across various domains such
as quantifying migration flows (9), the impact of natural disas-
ters (10), economic mobility and connectedness (11, 12), asset
markets fluctuations (13, 14), economic policy uncertainty (15),
inflation expectations (16), and employment shocks (17).
Several studies have also identified signals from social media—
including users’ diurnal rhythm (18), connectedness and key-
word counts (19, 20)—that can be correlated with unemploy-
ment statistics; however, these approaches fell short of
demonstrating sufficient predictive power and robustness to be
relied upon in practice.
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In this study, we present a principled yet simple methodology
for forecasting the number of Ul claims in the United States at
the national, state, and city levels up to 2 weeks ahead of the offi-
cial release using unemployment self-disclosures on Twitter. We
focus on Ul claims as it is the most frequently updated official sta-
tistics about the labor market and an important macroeconomic
measure for policymakers (21, 22), macroeconomic forecasters
(23, 24), and financial markets (25). We identify unemployment
disclosures by training a fine-tuned transformer-based classifier
using Active Learning (26), a sampling strategy that maximizes de-
tection performance by letting the model choose the data points
from which it learns. Our Al model, specifically a Transformer
encoder-based classifier from the BERT family, captures substan-
tially more self-disclosures of unemployment on Twitter com-
pared to previous approaches without compromising on
precision, it identifies disclosures from more people, and yields a
more representative sample of unemployed users. Then, using in-
ferred user demographics and census population estimates, we
construct a Twitter unemployment index by post-stratifying the
proportion of unemployed users to correct for the sample nonrep-
resentativeness. The post-stratification adjusts for the fact that
Twitter users do not perfectly represent the general population.
Ul claim predictions are based on an autoregressive model using
the Twitter unemployment index, past official statistics, and the
industry’s consensus forecast (27) (see Methods). To thoroughly
evaluate our methodology, we test model predictions over the
course of 3 years, during both turbulent and “normal” times,
evaluate accuracy up to 2 weeks before the official statistics are
released, measure robustness at the national, state, and city lev-
els, and compare performance to the industry’s leading consen-
sus forecast. By contrasting our models with previously
proposed rule-based approaches (19), unweighted variants, and
down-sampled versions, we gain insight into the contributing fac-
tors for the model’s success. Finally, we demonstrate the model’s
ability to fill in gaps in official statistics.

We present this study as a proof of concept for using Al models
and social media data to extract timely, granular signals of eco-
nomic activity. Rather than proposing a ready-to-deploy tool for
all contexts and periods, our aim is to offer a flexible methodo-
logical framework that can adapt as platforms, user behavior,
and data access evolve. The findings highlight the public value
of this approach and the potential for partnerships with plat-
forms, where controlled access to anonymized signals could sup-
port real-time monitoring while protecting privacy. More broadly,
the work underscores the need for responsible data access,
whether through regulation or partnerships, to enable research
that serves the public interest.

Methods

Self-disclosures of unemployment status are extremely rare in
the sea of social media content. Therefore, we need a large sample
of users and a comprehensive approach to detect unemployment
self-disclosures. To that end, we query the Twitter API to collect
the tweets posted by users with a profile location that uniquely
maps to a geographical location in the United States, and snowball
sample additional users mentioned in these tweets (see Methods
for more details). The dataset analyzed here consists of public
tweets posted by a snowball sample of 31.5 million US-based users
collected between January 2020 and December 2022. We use two
different approaches to identify public self-disclosures of un-
employment status in tweets’ text. The first is a rule-based lan-
guage model inspired by previous work (19), where a tweet is

considered disclosing one’s unemployment status if it contains
any of 75 theoretically motivated phrases describing job loss
such as “Ijustlost my job” (see Fig. S2 for a complete list of phrases
and their prevalence). The second approach trains an Al language
model by following the procedure proposed by Tonneau et al. (28).
Itinvolves an Active Learningiterative process where at each step,
a Transformer encoder-based classifier from the BERT model fam-
ily (29) is trained on the currently available, manually labeled
tweets, and then model uncertainty is used to select additional
tweets to be sent for labeling. The final model, referred to here-
after as JoblessBERT and available publicly,® is trained on a set
of 8,838 tweets (see Methods for more details). To construct a daily
unemployment index, we calculate the percentage of users who
disclosed their employment status (using either the rule-based
or JoblessBERT model) out of all active users observed in a sliding
window of 7 days. We also construct post-stratified versions of the
index to adjust for the platform’s nonrepresentative user base (30)
by reweighting users based on inferred age, gender, and location
from their profiles to match US general population estimates
from the Census Bureau (see Methods and Fig. S1). We use a deep-
learning model (31) to infer user age and gender using the profile
images and metadata. Users without valid demographic infer-
ences are retained in the analysis, as missing attributes are im-
puted by sampling from the distribution of users with observed
demographics, stratified by state (Methods). Finally, we use an au-
toregressive distributed lag model to predict weekly UI claims,
where covariates consist of the Twitter unemployment index, of-
ficial statistics about past Ul claims, and the industry’s consensus
forecast when it becomes available (full model specifications are
in the Methods). The autoregressive model is trained on data
from a weekly sample of 208 observations spanning 2016-2019 (in-
clusive) and tested in a weekly sample of 156 observations span-
ning 2020-2022 (inclusive), which includes the turbulent times
of the COVID-19 pandemic. To ensure that the covariates are ex-
pressed in comparable units, the UI claims and consensus fore-
casts are normalized by the size of the labor force during the
previous month. Hereafter, we refer to the normalized Ul claims
as Ul claims for brevity.

Results
Detecting disclosures of unemployment status

First, we evaluate the ability of the two language models, namely
JoblessBERT and the rule-based model, to detect disclosures of a
user's unemployment status on Twitter. We find that
JoblessBERT considerably improves the classification of un-
employment disclosures compared to the rule-based model
(Fig. 1A). As one might expect, the rule-based model achieves a
high level of precision (93.1%) with a relatively low recall
(29.3%). In contrast, our JoblessBERT model retrieves nearly three
times more relevant content about unemployment (recall of
76.5%; P <0.001) with the same level of precision. As shown in
Fig. 1A, our model maintains high precision (>0.85) when retriev-
ing more than 90% of the relevant disclosures. In other words,
compared to existing methods, JoblessBERT not only finds more
people talking about losing their job but also does so without
introducing more false alarms. A closer examination of the
linguistic patterns identified by JoblessBERT reveals that
JoblessBERT expands beyond the frequent and intuitive patterns
used in previous work (32). For example, JoblessBERT picks up
expressions that contain spelling mistakes (“neeeeeed a job”)
and slang (“needa job”), which are prevalent on social media
but are unlikely to be preconceived. These differences also
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Fig. 1. Detecting disclosures of unemployment status. A) Precision-recall curve comparing JoblessBERT and the rule-based model in detecting
unemployment self-disclosures. B-D) Comparison of the distribution of unemployed users and actual unemployment rates across US states (B), age
brackets (C), and gender (D). Precision-recall curve has been computed using an evaluation sample of 3,546 tweets produced in prior work (28). State-level
distributions plotted on a logarithmic scale to accommodate the wide range of unemployment rates across states. Bars indicate the share of users
classified as unemployed in each group, and the overlaid black lines represent 95% CI. The benchmark (ground truth) distribution from official statistics is
shown in gray bars. Inferences on gender and age are available for the 23 million users in our sample with a valid profile picture. JoblessBERT outperforms
the rule-based model, both in terms of precision and recall of detecting unemployment self-disclosures, and in producing a sample that is more

representative of the general US population.

considerably expand the set of users whose expression is captured:
JoblessBERT identifies nearly 13 times more unemployed
users than the rule-based model. To make this distinction more
concrete, we present illustrative examples of tweets captured by
JoblessBERT but missed by the rule-based model in Fig. S4
(Supplementary material), which showcases JoblessBERT’s effect-
iveness in recognizing diverse forms of self-disclosure.
JoblessBERT also yields a more representative sample of users
than the rule-based model. Examining the proportion of un-
employed users in different states (Fig. 1B), we find that the rule-
based model under-represents states where unemploymentis low
and over-represents states where unemployment is high: the
slope of a fitted linear model yields a slope of 0.38, which is signifi-
cantly different from an identity line (P<0.001). In contrast,
JoblessBERT’s sample is more closely aligned with the actual dis-
tribution of unemployment across US states, having a regression
slope of 0.86, which is not significantly different from an identity
line (P> 0.15). While this represents a substantial statistical im-
provement, itis important to note that for many individual states,
the absolute differences between models are modest, and the
log-scale presentation may visually amplify some of these distinc-
tions (see Fig. S5 for linear-scale comparison). Figure 1C further
shows that JoblessBERT demonstrates improved alignment with
the official age distribution for some demographic groups, par-
ticularly users aged 20-29 and 30-39, where the proportions of

unemployed users are not statistically different from official
data. However, both models continue to over-represent un-
employed youth (below 20), with JoblessBERT showing only mo-
dest improvement over the rule-based model in this age group.
For users aged 40 and above, both approaches show similar per-
formance with limited alignment to official statistics. The over-
representation of younger users in both models reflects the under-
lying age skew of the Twitter user base in our sample (P < 0.001,
see Fig. S1). Finally, in terms of gender, Fig. 1D shows that the pro-
portion of women unemployed users in JoblessBERT is closer to
that of the official data than the rule-based model, although the
proportions in both models are not statistically different from
that of the official data (P > 0.10). Taken together, these findings
highlight that our fine-tuned Transformer-based classifier cap-
tures a broader variety of linguistic patterns describing un-
employment, a substantially larger sample of users disclosing
their unemployment status, and a sample that resembles more
closely the official statistics of unemployment across states, age
brackets, and genders. Additional robustness checks comparing
users with and without valid geolocation information reveal
only modest differences in unemployment disclosure rates
(Fig. S6). Disclosure rates are not statistically different under the
rule-based (P> 0.10) and JoblessBERT models (P > 0.10). These re-
sults indicate that heterogeneity in unemployment disclosure
propensities is unlikely to be a primary driver of our main findings.
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Monitoring unemployment in real-time

Next, we investigate whether self-disclosures of unemployment
on Twitter can help monitor UI claims. The numbers of UI claims
for the current week—which ends on Sunday 12:00 AM—are pub-
lished on Thursday 8:30 AM the following week. This lag of more
than 4 days has created a space for an industry of professional
forecasters, who publish their estimates almost 2 days before
the work week ends, on Friday morning (Fig. 2B). In contrast, dis-
closures of unemployment by Twitter users, signaling potential
eligibility for unemployment benefits, are available continuously
throughout the week. Therefore, we construct daily estimates of
weekly Ul claims as the proportion of Twitter users who disclosed
being unemployed in a 7-day sliding window out of all active users
during the time window. We distinguish four types of such un-
employment indices: unweighted indices, which are based on
the raw numbers produced by the two language models (rule-
based and JoblessBERT), and post-stratified indices, which are
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reweighted based on US census population estimates from the
previous month and using inferred age, gender, and state infor-
mation of users (see Methods for details).

Figure 2A shows the actual Ul claims and the four indices con-
structed based on Twitter disclosures of unemployment on a loga-
rithmic scale (10-based). Each series is normalized by its average
value in the first month of January 2020, indicating, for instance,
that UI claims rose by 20 orders of a magnitude 2 weeks after
COVID-19 was declared a pandemic (on 2020 March 28) relative
to actual claims recorded in January 2020. As shown in the figure,
the unweighted indices tend to underestimate the magnitude of
Ul claim fluctuations, particularly during volatile months of the
pandemic. However, they still capture the overall directional
trends in unemployment reasonably well, including the timing
and relative scale of key turning points. The post-stratified indi-
ces, by contrast, more closely align with the levels of actual Ul
claims across the entire period (P < 0.001). We use the root mean
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Fig. 2. Predicting the US weekly initial claims for unemployment insurance (UI). A) Time series of unemployment indices derived from social media,
plotted alongside actual Ul claims on a log scale and normalized to January 2020 levels. B) Timeline of the real-time data flow of forecasting inputs relative
to the end of the measurement week. C) National-level predictions of unemployment insurance claims in the United States using post-stratified versions
of the social media index as a function of the forecasting horizon. D) National-level predictions of unemployment insurance claims in the United States
using unweighted versions of the social media index. The figure compares three models: the baseline consensus model, the rule-based model, and the
JoblessBERT model. The horizontal axis represents the number of days relative to the end of the measurement week (day 0), and vertical axis reflects
forecast accuracy. Forecasting accuracy is measured in RMSE as a share of the SD of Ul claims. Shaded bands around point estimates denote 95% CI.
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squared error (RMSE) to measure how close our predictions come
to the real UI claims numbers. A lower score means better predic-
tions. The RMSE of JoblessBERT indices relative to Ul claims are
significantly lower than those of the rule-based indices
(P < 0.001), with the post-stratified JoblessBERT index significantly
outperforming all other indices (P < 0.001). While the gains of the
post-stratified JoblessBERT index over the post-stratified rule-
based index may seem small on a logarithmic scale, they are
meaningful in absolute values. At the height of the pandemic
(March to June 2020), the post-stratified rule-based index under-
estimates UI claims, on average, by 54.5% more than the post-
stratified JoblessBERT index (RMSE of 7.74 and 5.01 SD of Ul
claims, respectively), which translates to underestimation of
872,978 claims during this period (P<0.001). On an average
week during the more stable times after June 2020, the differences
between the post-stratified rule-based and post-stratified
JoblessBERT indices are smaller (RMSE of 1.14 and 0.77 SD of Ul
claims, respectively), which translates to an average underesti-
mation of 287,036 claims during this period (P < 0.01).

Using the post-stratified Twitter indices, we next examine the
ability of a dynamic model to predict Ul claims up to 2 weeks in ad-
vance of the official data release. To identify any predictive gains
from our Twitter-based indices, we consider three specifications
of an autoregressive distributed lag model: (i) a baseline “consen-
sus model” that only uses past Ul claims releases and professional
consensus forecasts, (ii) a “rule-based model” that adds to the
baseline model the post-stratified rule-based Twitter index, and
(iii) a “JoblessBERT model” that adds to the baseline model the
post-stratified JoblessBERT Twitter index (see Methods for full
model specifications). Figure 2C shows the RMSE of the three mod-
els as a function of time relative to the end of the measurement
week. For example, the consensus model’'s RMSE starts at 0.67
Ul claims SD on day —10 (2 weeks before data release), drops to
0.46 SD on day -3 when the official release about the previous
week becomes available, and reaches 0.43 SD after the consensus
forecast is published on day —2. Across all three models, a lower
RMSE is obtained as the release date draws closer, but there are
important differences between models. First, there is a clear
rank ordering between models, where on an average 2-week peri-
od before data release of actual Ul claims (the forecast target), the
rule-based index reduces the RMSE of the baseline model by
28.5%, and the JoblessBERT index reduces it by 54.3%. Moreover,
the figure shows that the starting point for the JoblessBERT model
2 weeks ahead of the data release is on par with the performance
of the baseline model at the end of the measurement week (d = 0),
when the baseline model has access to much more recent
information.

While our primary analyses rely on post-stratified indices to ac-
count for demographic biases in the Twitter user base, itis import-
ant to assess the raw signal quality of each classification model. In
Fig. 2D, we replicate the forecasting evaluation using unweighted
indices, which are constructed directly from the raw share of
users disclosing unemployment without applying post-
stratification. We find that the unweighted JoblessBERT index
continues to outperform the unweighted rule-based index across
all forecast horizons. Over the 2-week forecast window, the
JoblessBERT model using the unweighted index reduces RMSE
by 38.6% relative to the baseline (P < 0.001), compared to a 29.1%
reduction for the unweighted rule-based model. Moreover, the
unweighted JoblessBERT model’s accuracy is comparable to that
of the post-stratified rule-based model, suggesting that
JoblessBERT captures a substantially stronger raw signal from so-
cial media data. These findings highlight that the model’s gains

are not solely driven by demographic reweighting, but by the
JoblessBERT classifier’s ability to identify a broader and more
meaningful set of unemployment disclosures.

Next, we examine whether the predictive strength of our
Twitter signal depends on media coverage of unemployment, by
partitioning our testing period into quartiles based on Google
Trends composite scores for unemployment-related terms (see
Section S8 for details). Although Google Trends reflects user
search activity rather than direct media attention, search interest
is often correlated with media attention, making it a useful proxy
for periods when unemployment-related topics are more salient
in public discourse. While forecast accuracy is highest during pe-
riods of elevated public attention (top quartile), the JoblessBERT
model retains substantial predictive power even during low-
attention periods, with RMSE increasing by only 15% when compar-
ing the lowest to highest media attention quartiles (Fig. S8A). We
also assess performance by year 2020-2022 and find that forecast
accuracy peaks in 2020 amid heightened labor market disruptions
(Fig. S8B). Nonetheless, JoblessBERT consistently outperforms rule-
based and consensus forecasts across all years, demonstrating ro-
bustness to changing economic and platform conditions.
Furthermore, when we test our models against an enhanced base-
line that incorporates Google Trends unemployment indices
(Fig. S9), JoblessBERT continues to provide significant forecasting
improvements. These results suggest that our Twitter-based ap-
proach captures genuine labor market signals beyond what is re-
flected in user search activity related to unemployment.

Itis also important to examine the model response to economic
shocks. A pivotal example of such a shock occurred during the
first week after COVID-19 was declared a pandemic (2020 March
14 to March 21), when Ul claims jumped from about 252 thousand
claims at the beginning of the week to 2.9 million claims at the end
of it—an astounding increase of 4.1 SD (Fig. S7). We use this epi-
sode as a stress test to evaluate how different forecasting ap-
proaches responded in real time. The consensus model failed to
anticipate the spike: using the industry’s estimate 2 days before
the week ended, the model predicted only 327.2 thousand claims.
On the same day, the rule-based model “sensed” the sudden
change and predicted Ul claims to reach 2.32 million, underesti-
mating the true value by 20.5% and an improvement over the
88.8% underestimation of the consensus model. Finally, the
JoblessBERT model forecasted 2.66 million Ul claims 2 days before
the week ended and 2.8 million claims on the day before the offi-
cial release of 2.9 million. These results suggest that JoblessBERT
could play a key role in an early warning system that senses
changes in the labor market. Although this episode represents
an extreme case, it illustrates the unique advantage of social me-
dia in rapidly sensing and adapting to sharp labor market disrup-
tions when timely information is most needed. A subsample of
users is sufficient to retain much of the predictive accuracy with
a substantially smaller sample size (see Fig. S3 for details).

Monitoring unemployment subnationally

Focusing on national trends may obfuscate large variability in un-
employment across local labor markets (33). Tracking sub-
national dynamics is critical for understanding spatial heteroge-
neities as they occur, especially during a crisis, and for designing
place-based policies (34). Therefore, we evaluate the predictive
performance of our models at the sub-national level by estimating
a separate model for each US state and city. Since the consensus
forecast is only available at the national level, we do not include
it in our subnational models (see Methods).
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Fig. 3. Sub-national predictions. A) RMSE of JoblessBERT, rule-based, and autoregressive models in predicting state-level unemployment insurance (UI)
claims, shown separately for each state. B) RMSE of state-level forecasts as a function of the number of days relative to the end of the measurement week
(day 0), comparing JoblessBERT, rule-based, and baseline autoregressive models. For all panels, RMSE is normalized by the SD of actual Ul claims in the
respective region. Shaded bands and vertical lines around point estimates denote 95% CI.

In line with the national-level results, we find that JoblessBERT
robustly outperforms other models across all US states (Fig. 3A).
On an average 2-week period before data release of actual Ul
claims, JoblessBERT’s predictions are 36.2% more accurate than
the baseline (P <0.001) and 20.6% more accurate than the rule-
based model (P < 0.001). As shown in Fig. 3B, the JoblessBERT mod-
el yields substantial error reduction 2 weeks ahead of the state
data release compared to the baseline’s prediction using all avail-
able information the day before the official release. It is also im-
portant to note that the accuracy of both the rule-based and
JoblessBERT models steadily improve over time as more social
media disclosures become available. To ensure these results are
robust to baseline specification, we also compare against an en-
hanced baseline incorporating state-level Google Trends indices
for unemployment-related search terms, which represents a
more realistic forecasting approach available to practitioners
(Fig. S10). Even against this stronger benchmark, JoblessBERT
maintains significant predictive advantages, achieving 28.4% bet-
ter accuracy (P < 0.001).

Finally, JoblessBERT also outperforms other models at the city
level, with accuracy improving in cities with higher Twitter use
and more variable Ul claims (Fig. S11A). To test the ability of our
approach to compensate for gaps in official statistics, we evaluate
the performance of the JoblessBERT model in ten “holdout cities,”
where official Ul claim numbers are rarely or irregularly updated
(see Methods MR). As lagged variables are often missingin holdout
cities, we substitute the city autoregressive terms in our models
with state-level UI claims (see Methods). Figure S11C and D (as
well as Fig. S11B) shows that forecast errors for holdout cities (hol-
low points) are comparable to those of cities with regularly up-
dated UI claims (full points). These results indicate that the
JoblessBERT predictions are valuable even when actual Ul claim
numbers are unavailable during training, suggesting that signals

extracted from social media can fill gaps in traditional measures
of unemployment at the city level.

Discussion

This study demonstrates that a Transformer-based classifier fine-
tuned to detect self-disclosures of unemployment on social media
can serve as a leading indicator of unemployment in the United
States. By combining a BERT-family model with Active Learning,
we extract substantially more relevant content about unemploy-
ment than existing rule-based approaches, without sacrificing re-
trieval quality. The results also suggest that the additional
content identified by the classifier is not merely a replication of
the same linguistic patterns but rather a diverse set of expressions
by a more representative sample of the target population.
Post-stratification using inferred demographics of users consider-
ably improves the alignment of our Twitter-based unemployment
index with Ul claims. Incorporating this index in a predictive mod-
el significantly enhances the accuracy of Ul claim forecasts at na-
tional, state, and city levels up to 2 weeks before official data
releases, outperforming professional forecasters, particularly
during significant changes in unemployment.

The index can have several important applications. This work
serves as a proof of concept demonstrating the feasibility of ex-
tracting timely, geographically granular economic signals from
digital trace data. These insights could inform future collabora-
tions between platforms and statistical agencies, support the de-
velopment of more accessible data pipelines, and provide useful
inputs for research and private-sector analysis. The index can
also uncover measurement errors in official statistics: for ex-
ample, during 1 week in May 2020, official UI claims in
Connecticut reportedly increased sharply from 36,148 to
298,680, only to be corrected the following week to reflect a slight
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decrease to the level of 30,046 claims (8). The absence of such a
spike in the JoblessBERT index could have assured government of-
ficials, and perhaps even the market, that the official measure-
ment was off. Moreover, sensing changes in particular
geographical locations using social media data could help sur-
veyors decide to shift their samples to areas where changes are
happening, leading to more accurate estimates and tighter error
bounds. Finally, social protection agencies could use these social
media indicators of unemployment to advertise training pro-
grams to relevant audiences and help connect job seekers with
relevant opportunities.

More generally, the approach used in this work bears promise
for other forecasting or estimation tasks that might benefit from
the aggregation of public opinion. The general approach of itera-
tive training of a Transformer encoder-based classifier to capture
a more diverse set of linguistic forms can be applied to identify
other rare forms of expression such as symptoms of a relatively
rare disease or hateful and violent speech. The relatively simple
adjustment and prediction methods used in this study provide
an interpretable solution that facilitates the inspection of model
outcomes and any anomalous predictions it may generate. As
such, this modeling approach can potentially supplement add-
itional estimation tasks in other fields including economics (e.g.
inflation expectations, perception of policy-related outcomes),
public health (e.g. rise in particular symptoms), politics (e.g. can-
didate support), environmental protection (e.g. climate change
awareness), and more.

Limitations and future directions

The current study uses simple aggregation methods to construct
indicators and parsimonious linear models to construct predic-
tions. Richer time series models with additional predictors and
nonlinearities can further improve the predictions. As social me-
dia becomes progressively more prevalent, network effects could
increase users’ incentives to signal their unemployment status
(35, 36), decreasing forecast errors even further. Our work demon-
strates the potential of social media-based unemploymentindica-
tors, but real-world implementation faces practical barriers,
including demographic differences in disclosure norms, potential
terms-of-service (ToS) constraints, and the technical demands of
large-scale data collection, demographic inference, and geoloca-
tion processing. Post-stratification adjusts for representativeness
in observable demographics but cannot fully correct for unob-
served differences in disclosure norms across demographic
groups. This represents a theoretical possibility that we cannot
address directly, as we observe only users’ choice to disclose un-
employment, not their true employment status. While our ana-
lysis suggests that group-level differences in observed disclosure
rates are modest, this remains an important caveat when inter-
preting social media-based indicators.

This study focuses on English posts in the United States, but the
same statistical approach can be applied to other languages, par-
ticularly local languages spoken in developing countries. The
added value of our approach is potentially high in countries whose
statistical agencies lack the resources to regularly collect reliable
labor market data (4, 37). This approach could be replicated on
other social media platforms with better coverage in these devel-
oping countries, such as Facebook. Extending this work to other
countries could also provide valuable cross-national compari-
sons, shedding light on how unemployment self-disclosures
vary across linguistic, cultural, and institutional contexts.
However, success will depend on overcoming data access

restrictions and ensuring the availability of reliable local valid-
ation sources.

Our findings provide a proof of concept: when available, social
media data can provide timely, granular insights into economic
conditions, supporting the development of scalable and access-
ible indicators. However, the broader social benefits of this ap-
proach depend on the continued access to large-scale
user-generated content, and it remains an open question whether
social media platforms will continue to provide such access. Since
our data collection period (2020-2022), Twitter/X has undergone
substantial changes under new ownership, including shifts in
moderation practices, user demographics, and data access pol-
icies. In particular, access to Twitter's data has become signifi-
cantly more restricted since 2023, limiting the feasibility of
replicating our methodology in real time. While this poses chal-
lenges, regulatory efforts such as the EU’s Digital Services Act
may help restore or expand data availability for researchers and
policymakers. It is also worth noting that our study period coin-
cided with a wave of high-profile tech layoffs that likely amplified
unemployment disclosures on social media. Nonetheless, our
core finding that social media carries early labor market signals
remains relevant. Going forward, model performance will depend
on continuous adaptation to evolving platform conditions.
Importantly, our framework of combining Transformer-based
classification with Active Learning is platform-agnostic and can
be applied to other sources of user-generated content, such as
YouTube, TikTok, Bluesky, or Google Trends.

Note

@https:/huggingface.co/worldbank/jobless-bert
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